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Setting the Scene

The LeCrovy 1821 Segment Manager is a
FTASTBUS host intcerface that 1s used 1In
experiments at Fermilab at two levels of the event
data readont.’ At the iowest level the 1821s are
emploved inn froni-end crates to read TDC and ADC
moduies. ln some cares 18215 operating at this leve
read the datx directly mnto a host computer; in other
cases they store the date in intermediate buffer
memories such as the LeCroy 1892 multipie record
bufier memory.

At the second level the 1821s are used in the
{singie] host FASTBUS crate at the apex of the data
readout. Herc the 1821s are used to read datz inuo
the datz acquisition computer from the buffer
memories in which many hundreds of previously
gathered events have been stored.
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Figure I: Topology of Experiments Using 18571

The Date Acguisitien Sofrware Group in the
Compuuing Deparunen: ait Fermilab provige: support
socftware for the 182] to rup on VAXN/VME, PPDP.
11/R58X-11M and TDF-11/TLT-11 svstems. The

software hac been developed in two phases.

The first phase provides z package of low level
access routines wnich allow the user 1o immediateiv
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execute any one of manv 1BZ1 specific functions. The
second phasc, which 1« oniy available on REX-11M
and VMS svstems, provides for the aefinivion and
execution of hist= of 1821 opcrauions. By executing iists
of 1821 operations many 182) functions can be
performed i @& smpgie 1/0O reguest w0 the device driver
thus sipnificantiy reducing thc software overheads
ausrociated with the use of the 1821. This paper will
concentrate on the list processor implementations.
Since the Jow level routine package is used by
genern} user level programs, it will be briefiy
discussed.

Connectior: 1o the 182i1s

A LeCroy 1821 Segment Mamnager can be
controlled by a host computer through one of two
connection paths. The LeCroy 280! Interface Moduie 15
used to interiace the 1821 to CAMAC aliowing the
host computer access o the 1821 through CAMAC.
Alternately the 1821 can be comnected to a UNJBUS
or QBUS through & DPR1i-W DMA interface.” In
the istter case. if severa] 1B21s are chained together,
at least one 1821 in the chein must be connected
through the auxiliary port to the DRII-W using a
LeCroy 1821/DEC interface card. Other 1B21°s meay
be chained to this primary, either through
connections to their fromt panel or, with & slight
modification of the standard 1821/DEC card. through
a private 1821/DEC connecied io their nuxiliary port.

Note that for a host compuier with a UNIBUS
connection, the 1821 may be connected usinp 2 DEC
DR1i-W. When the connection is to & QBUS. the
DEC DRV11-W hac been iound not 1o work. [This is
hecause the 1821/DEC relier an the GO rtrobe 3o
initiate its operations, and the DEC DRV1I-W does
not provide this strobe to the upser aevice.) The
MDB_Systems MLSI-DR13-W interiace, nowever, does
WOT}.

Lov: Leove] 1821 Accesc Routines and Sunnort Prorrame

The iow level access routines are & Foriran
routine package that provide & user interiace 16 the
1821. The package contpins routines for reading and
writing 1821 hoest 1/0 registers, downioading and
executing 1821 microcode programs. downtoading
pedestais, and reading out the 1821z internal memory,

Two qiagnostic tools, one which tests the internal
iniegrity and functions of an 1821, and one which
provides an interpreiive environment for & user o
specifv 1821 operations to De performed, have been
aeveioped based on the jow jevel routines.*™

Overview of the Tiae- Processors

For a user’s Drograin 1o access the 1821 the
host's operaing svsiem must place an 1/D reguest e
the 1821 device ariver. The time regquired for the
s¥siem 10 Issue suck & Tegues! i= on the orger of D 10
4 rmilliseconds. Severai 1821 funetions must be done
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for the 1B21 to performm any useful function. For
example. using the 1821 microcode provided by
LeCroy, an operatioli to read 8 FASTBUS data word
(if it is to follow the FASTBUS Specification ol an
operation] will require between 4 and 6 funclions
performed on or by the 1821. Clearly the software
overhead imposed by accessing the 1821 on a per
function basis 15 100 restrictive in a real time date
acquisiilon cnvironment.

In order to minimize the number of I/O requests
issued by the system. list processing drivers have been
developed. Such drivers exist for the RSX-11M  and
VMS svstemns for 182is connected through a DR1]1-W
10 the host. These drivers allow the user to perform a
Iist of 1821 and FASTBUS operations through a single
1/O request. The drivers arc & significant extension to
the original drivers provided by LeCroy (VMS) and
Ohio State University (RSX).%

In addition tc ihe deviee drivers, the jow level
Forttan access routines have been extended to allow
puilding, executing. saving and interrogating the lists
and the results of their execution,

The list structure developed consists of fixed
length & byte list elements. Each list element
specifies an 1821 control operation, DMA readout of
the 1821 data memory. microcode execution, or a
control or arithmetic function. The list structure is
designed -to ease the later implementation of the
standard  routines for FASTBUSY for the 1821
The list eiement structure is compatible with the so
called *‘F-Code’’ format, defined by CERN for
FASTBUS lists.® The avaiiable list element opcodes
provide encugh flexibility and functionality that &
whole data acquisition read-out can be specified by =
single, or at the most two, lists.

- The list struciure allows for:
¢ definition of control parameters to vary ihe
onptions and parameters asrociated with exercution
of each list eiement,

o read/write of individual 1821 IO registers,

o execution of 1821 microcode routines with and
without data from the host computer,

¢ readout of the 1821 data memory within the
list,

o0 2 internal variabies for manipulation within the
list,

¢ arithmetic and logical functions wo be performed
on the datz read or written, the status returned
by the 1821, or the internal variabies,

¢ immediate or conditional branching within & list,

o execution of DO loops within the list,

o 16 or 32-bif mode data manipulation,

o separate read and write data buffers,

o roturn of status information fromm the execution
of the list,

return of status from the execution of each
operation within & lsi.

<

o inclusion of an ‘Event Header in the data
pufier {for the VMS implementation omiy).

Timings

The following timings have been measured for the
two {is1 processing drivers. A VAX/780 computer was
used for the VMS timing tests and the RSX tests
were run on a IDP-1)/45. The null hist times
represent the time required for the user’'s process 1o
invoke the device driver. the driver software tc do the
setup necessary for list execution. and for the driver
to return control to the user’'s process; that is. the
onc time overhead per list execution. The overhead
per list element varies significantly with the actual
operation being performed. The total overhead for a
particuiar list 1s the sum of the per list eiement
overheads for each list element within the list and the
null iist overhead.

VMS REX

Null list: 6.7 Msec 4.1 Msec

Overhead per list 16G-360 usec  400-850 usec

eiement:

Overhead for single

operation using non- 4 Msec
list. processing

device driver:

2  Msec

User Subroutine Librarv

The Fortran subroutine library provided allows a
user program to dynamically build and execute lists.
Subroutines are available to construet list elements,
execute, save or restore & lisi, change options and
parameters associated with list execution, and
interrogate the status and date returned from
execution of the list.

List Generation an¢ Execution Tools

Programs have been deveioped for both RSEX-11M
and VMS svstems tc provide interactive features for
performing list operations through the 1821, These
programs aliow the user to interactively define. edit
and execute the 1821 lists. The programs can either
create lists dynamicaliv or read in “‘source code’ list
files (ASCII text fijes containing [ist eiement
definitions). Once a lisi has been created or read in
from a disk file it is compiled into an executable
form. The compiied lists can then be executed and/or
saved on disk for later execution. If the user chooses
tc executc the list then the programs can be used to
interrogate the results - both data and status
informauon.
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Figurc 2: Overview of the 1821 Software

Dats Acguisition Applications

Execution of 1821 lists on receipt of an event
interrupt has been incorporated into the

Termilab standard RSX-11M dats acquisition
program’® and is in use at two experiments. Data
acquisition through the VME 1B21 list

processing driver has been incorporated into the
VAXONLINE Event Buiider,'? and will be used in &
fixed target experiment during the upcoming Turn. It is
interesting to note that this last experiment uses a list
of some 100 operations to provide sophisticated control
of which modules should be read out, and what 1821
microcode routines are ¢ be executed.

In both data acquisition svstems, the 1821 lists
are constructed 'offlince’ using the list generation tools.
They may be executed for test purposes using these
tools, and then saved on disk for later execution by
the datz acquisition programs themselves.

Summary

Many fixed target experiments at Fermilab now
include some FASTBUS electronics in their data
readout. The software Teported in this paper, provides
general support for ihe LeCroy 1821 interface. The list
processing device drivers aliow FASTBUS datz 1w be
read out efficiently into the Fermilab Computing
Department supported data acquisition Eystems.
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